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Abstract
This mixed-method research focused on predicting the evolu-
tion of the portfolio of credits to SMEs in Ecuador. The Holt-Win-
ters model and the Extreme Learning Machine network, combi-
ning econometric models and neural networks, were employed, 
along with geospatial analysis at the provincial level. The model 
exhibited optimal fitting to real data, effectively capturing 93% 
of their variability, and demonstrated efficient forecasting with 
slightly superior performance compared to other analyzed mo-
dels. This outcome holds crucial importance for decision-ma-
king and financial resource planning dedicated to Ecuadorian 
SMEs.
Keywords: Credit portfolio, SMEs, Holt-Winters, credit plan-
ning, efficiency, neural networks.

RESUMEN
Esta investigación, de enfoque mixto, se basó en la predicción 
de la evolución de la cartera de créditos a PYMES en Ecuador. 
Se utilizó el modelo Holt-Winters y la red Extreme Learning Ma-
chine, que combinan modelos econométricos y redes neurona-
les, acompañados del análisis geoespacial a nivel de provincias. 
El modelo presentó ajuste óptimo de los datos reales, compren-
de eficazmente el 93 % de la variabilidad de estos, muestra un 
eficiente pronóstico y rendimiento ligeramente superior sobre 
otros modelos analizados. Este resultado es crucial para la toma 
de decisiones y la planificación de los recursos financieros des-
tinados a las PYMES ecuatorianas.
Palabras claves: Cartera de créditos, PYMES, Holt-Winters, 
planificación crediticia, eficiencia, redes neuronales.
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INTRODUCTION

The main objective of this study 
was to forecast the future evolution of 
the SME loan portfolio in Ecuador. For 
this purpose, the Holt-Winter model 
was applied through a dynamic sof-
tware tool that facilitates credit plan-
ning for the country’s banking sector. 
The Holt-Winters model was develo-
ped by Charles Holt and Peter Winter 
in 1960 ((Winters, 1960)) and cited by 
Pleños (2022), who points out that 
the triple exponential smoothing mo-
del is used to predict future values of 
time series that exhibit trend and sea-
sonality patterns; it has three compo-
nents of level, trend and seasonality, 
and has been used successfully in va-
rious areas, from energy planning to 
retail sales forecasting and economic 
analysis. The relevance of accurate 
forecasting in these areas is undenia-
ble, as it facilitates strategic decision 
making, resource planning and market 
optimization

In the field of residential electricity 
consumption forecasting, Mejía and 
Gonzáles (2019) use it as a key tool 
for energy planning at regional and 
national levels, with the objective of 
making a forecast that allows balan-
cing supply and demand, managing 
production and distribution, guaran-
teeing a reliable supply, and enabling 
electricity market agents to make 
strategic decisions, such as adjusting 
supply, planning new facilities, and 
setting appropriate prices.

Liu et al. (2020) also use the 
Holt-Winter model for residential elec-
tricity consumption prediction, but 
under a hybrid Extreme Learning Ma-
chine network model, in order to veri-
fy its adaptability to changes in data 
characteristics. The authors conclude 
that this hybrid model is effective in 
predicting residential electricity con-
sumption and outperforms other mo-
dels in terms of performance. They 
highlight its stability and adaptability 

to different data sets and training set 
sizes.

The importance of accurate fo-
recasting of residential electricity 
consumption lies in its usefulness for 
energy management according to Al-
mazrouee et al. (2020), who using the 
Prophet and Holt-Winters models are 
able to accurately predict the long-
term electricity load in Kuwait, facilita-
ting energy system planning, demand 
response strategies and maintenance 
of energy equipment, as well as opti-
mization of electricity markets.

Regarding economic series Lima 
et al. (2019) propose in their research 
to compare the accuracy of Holt-Win-
ters exponential smoothing models 
(additive and multiplicative); they fo-
cused on evaluating these models in 
the prediction of e-commerce retail 
sales in Portugal, concluding that the 
multiplicative model showed better 
performance in terms of prediction 
accuracy.

In the same vein Dritsaki and 
Dritsaki (2021), comparing the per-
formance of two popular forecasting 
techniques (ARIMA models and the 
Holt-Winters exponential smoothing 
method) to determine which provides 
more accurate predictions of GDP per 
capita in five Balkan countries, after 
the COVID-19 pandemic, they con-
clude that both methods can provide 
accurate predictions in the countries 
examined, that the COVID-19 pande-
mic had a significant impact on the 
economy of those regions, and that 
economic recovery is expected to be 
gradual and slow. 

The literature review focused on 
the analysis of economic theory and 
the application of multiple empirical 
works to understand the evolution of 
the SME loan portfolio in the province 
of El Oro, Ecuador. It was then con-
textualized with relevant statistics on 
bank credit and macroeconomic ag-
gregates in the country. Finally, fore-
casts of the variables were made, and 
a geospatial synthesis was added to 
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the analysis by means of heat maps 
of Ecuador. This study is part of the 
research project “Mechanism of pro-
motion and access to financing de-
veloped by the Ecuadorian banking 
system for the financing of SMEs in 
the province of El Oro”, contributing to 
the knowledge and understanding of 
the financial dynamics in this specific 
context.

LITERATURE REVIEW
With regard to forecasting the 

evolution of the SME loan portfolio in 
Ecuador, a study that makes a valua-
ble contribution due to the econome-
tric models used is that of Sulaiman 
and Juarna (2021), who make a fore-
cast of unemployment in Indonesia 
using two-time series models, ARIMA 
and Holt-Winters, based on data co-
llected between 2005 and 2019. After 
comparing the two models, Holt-Win-
ters was found to be the most accu-
rate in predicting unemployment in 
the next two years, with lower mean 
square error and root mean square 
error compared to ARIMA. The paper 
also examines the causes of unem-
ployment in Indonesia, such as urba-
nization, industrialization, the share 
of workers with a high school degree, 
and the provincial minimum wage.

On the other hand, the research 
presented by Ahmar et al. (2021) focu-
ses on the prediction of stock prices 
in the BRIC countries (Brazil, Russia, 
India and China) during the context of 
the COVID-19 pandemic, using three 
forecasting models: ARIMA, SutteA-
RIMA and Holt-Winters. The findings 
indicate that the Holt-Winters model 
proves to be the most appropriate for 
anticipating stock price movements 
in Brazil, while the SutteARIMA mo-
del proves to be more appropriate for 
predicting stock prices in Russia, India 
and China. This study underlines the 
relevance of accurate stock price fo-
recasts in periods of economic crisis 
and highlights how this information 
can be crucial for policymakers’ deci-
sion-making.

Research by Karadžić and Pejović 
(2021) compares the accuracy of three 
types of inflation forecasting models: 
Holt-Winters, ARIMA and NNAR mo-
dels, for countries in the European 
Union and the Western Balkans. They 
are compared according to seven ac-
curacy criteria. It is concluded that 
NNAR forecasts more accurately for 
the Western Balkan countries, while 
ARIMA forecasts 12-month inflation 
more accurately for the EU countries. 
Holt-Winters models rank second for 
both groups of countries. The paper 
provides a review of the literature on 
inflation forecasting and presents a 
detailed methodology for each of the 
three models evaluated.

In the same vein, Atoyebi et al. 
(2023) focus on forecasting the quan-
tity of currency in circulation (CIC) in 
the Nigerian economy through the 
Holt-Winters exponential smoothing 
method, covering an extended period 
of data from January 1960 to Decem-
ber 2022. The results highlight that the 
multiplicative Holt-Winters approach 
outperforms the additive approach in 
terms of accuracy in CIC predictions. 
It highlights the importance of CIC in 
the Nigerian economy, where an in-
crease in its share restricts credit, li-
mits economic growth, can contribute 
to inflationary pressures and signal a 
short-term economic boom. This re-
search provides valuable insights into 
the relationship between the CIC and 
crucial macroeconomic variables, be-
nefiting the field of economics and 
monetary management in Nigeria.

The Holt-Winters model is appro-
priate for analysing data sets that 
exhibit trend and seasonality patter-
ns, as also noted by Hidayat and Dar-
mawan (2023). This method is used in 
the decomposition process to discern 
the components related to both pat-
terns in the time series data. Howe-
ver, in a comparative study on stock 
price prediction, in particular using 
PT Telkom Indonesia’s TLKM stock, 
the SARIMA model and the Holt-Win-
ters Seasonal Smoothing model were 
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evaluated. The research included an 
analysis of the models’ accuracy using 
error metrics such as MAPE, MAE and 
RMSE, and the results indicated that 
the SARIMA model outperforms the 
Holt-Winters model in terms of the 
accuracy of stock price predictions.

The Holt-Winters model is a quan-
titative forecasting technique that can 
be used as a tool for long-term stra-
tegic planning in a company (Apicha-
tibutarapong, 2015). Moreover, it can 
help the firm to make more rational 
decisions and minimize uncertainty 
by estimating various future aspects 
of the business, such as production 
scheduling, future sales, raw mate-
rial purchasing and inventory policies. 
However, Naim et al. (2018) point 
out that this model is not suitable for 
handling complex seasonal patterns in 
time series, and indicate that traditio-
nal time series methods such as ARI-
MA, SARIMA and ETS are designed to 
handle single seasonality patterns in a 
series, but with the presence of mul-
tiple seasonalities these methods do 
not work satisfactorily. Therefore, it is 
required to use advanced techniques 
such as BATS (Box-Cox Transforma-
tions, ARMA errors, Trend, Seasonal 
components) and TBATS (Trigono-
metric seasonality, Box-Cox transfor-
mation, ARMA errors, Trend, Seasonal 
components), which have proven to 
be more effective in predicting multi-
ple seasonality patterns in time series.

Finally, in order to improve accu-
racy and advance forecasting theory 
and practice, Makridakis et al. (2020) 
employed 100,000 time series that in-
cluded forecast intervals in the eva-
luation. The results of this competition 
are thoroughly detailed, highlighting 
the most effective methods and their 
main findings, as well as their impli-
cations for forecasting theory and 
practice and possible directions for 
future research. The study examines 
the organization and process of the 
competition, as well as the compu-
tational requirements of the various 
forecasting methods. Relevant refe-

rences of great interest in the subject 
are provided. 

Among the techniques evalua-
ted in the competition, the Holt mo-
del and the Holt-Damped model are 
mentioned, both based on exponen-
tial smoothing, which consider linear 
trends and damping components. It 
should be noted that the Holt-Winter 
model, widely used in time series fo-
recasting, was part of the M4 Compe-
tition. The results of the competition 
indicated that the performance of the 
Holt-Winter model was inferior com-
pared to other forecasting methods 
in several application scenarios, es-
pecially in the prediction of complex 
seasonality patterns in time series, 
where it was outperformed by Artifi-
cial Intelligence based models.

The literature review provides a 
valuable context for the main objec-
tive of the study, which is to forecast 
the future evolution of the SME loan 
portfolio in Ecuador. The reviewed 
literature addresses the use of ARI-
MA, Holt-Winters and other models 
in different contexts, such as unem-
ployment forecasting in Indonesia and 
the prediction of stock prices in BRIC 
countries during the COVID-19 pan-
demic. These studies demonstrate 
the relevance of having this type of 
accurate models in times of economic 
uncertainty and highlight the impor-
tance of choosing the right ones for 
each situation.

It is also mentioned that, althou-
gh the Holt-Winters model is widely 
used, it can be outperformed by more 
advanced models, such as BATS and 
TBATS, for predicting complex sea-
sonality patterns in time series. It is 
important to consider these advan-
ced techniques applied to the SME 
credit portfolio in Ecuador, especially 
in a context of multiple seasonalities 
and complexity in time series data. 
The M4 competition is highlighted 
as an important effort in the field of 
forecasting, which evaluated various 
methods and provided valuable infor-
mation on their performance. Overall, 
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this review provides a solid contextual 
framework for the present study.

On the other hand, in the field 
of time series forecasting, there has 
been a growing interest in the appli-
cation of Extreme Learning Machine 
(ELM) as an effective tool to address 
forecasting problems. According to 
Li et al. (2019), ELM stands out as a 
linear kernel function that can impli-
citly map the input time series into 
a feature space. This gives it conti-
nuous, non-negative and symmetric 
properties, which strengthen its ge-
neralizability and stabilize the output 
weights. In their study on multi-step 
bin forecasting, they used both the 
kernel function ELM and the kernel 
ELM (KELM) to achieve accurate pri-
mary and secondary decomposition 
results (Li et al., 2019).

In the same vein Wang et al. (2018) 
highlight that ELM is a simple and effi-
cient learning algorithm that has been 
shown to be effective in nonlinear 
time series forecasting. Its feature of 
not requiring parameter tuning and its 
ability to overcome problems such as 
local minima and time consumption 
make ELM an attractive tool for time 
series forecasting.

In another context Deina et al. 
(2021) describe the ELM as a direct 
feed-forward neural network archi-
tecture with a single intermediate la-
yer. What is distinctive about the tool 
is that the weights of this layer are 
randomly generated and kept unad-
justed, which simplifies the training 
process. These authors emphasize 
that the ELM is capable of approxi-
mating any continuous, non-linear, 
differentiable and bounded function, 
which makes it suitable for solving 
challenging forecasting problems.

At the same time, Sokolov-Mlade-
nović et al. (2016) also highlight the 
advantages of ELM compared to con-
ventional learning algorithms, such as 
backpropagation (BP). ELM is used 
in single hidden-layer artificial neu-
ral networks (ANNs), which results in 

fast training and good generalization. 
According to these authors, ELM ad-
dresses problems caused by gradient 
descent-based algorithms, such as 
backpropagation, and significantly 
reduces the time needed for ANN tra-
ining.

Finally, Pang et al. (2021) use ELM 
to build a borrower credit score mo-
del and assess borrower default risk. 
They highlight that ELM is a fast and 
accurate machine learning model that 
can overcome convergence and ge-
neralization problems in other machi-
ne learning models. Taken together, 
these studies support the effective-
ness of ELM in a variety of applica-
tions, including time series forecas-
ting and credit scoring model building.

METHOD
The work had a mixed research 

approach combining qualitative and 
quantitative elements (Bairagi and 
Munot, 2019) to comprehensively 
study the evolution of the credit por-
tfolio destined to SMEs in Ecuador. 
The research is structured in three 
phases:

Phase 1: Comparative geospatial 
analysis (qualitative and quantitative).

Geospatial analysis involves the 
process of collecting, visualizing, mo-
difying, and understanding geogra-
phic information in order to identify 
patterns, trends, and insights useful 
for decision making (Longley et al., 
2015). This approach combines Geo-
graphic Information Systems (GIS) 
technology with statistical tools and 
spatial analysis to examine relations-
hips between diverse data sets linked 
to specific geographic locations. It is 
used in a wide range of applications, 
including the study of climate and en-
vironment, urban planning, and mar-
ket research (Diaz et al., 2014). In ter-
ms of accuracy, ease of use, and the 
increasing diversity of devices with 
geospatial capabilities, this discipline 
has advanced significantly.
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In this stage, the collection of re-
levant regional geostrategic and eco-
nomic data (Coaquira et al., 2023), for 
the years 2012 and 2022 by provin-
ce, including crucial variables such 
as total credit portfolio, SME credit 
portfolio and its growth rate, and the 
share of the SME credit portfolio in 
the total credit portfolio, is carried 
out. Through descriptive analysis, 
general trends and spatial patterns in 
the evolution of these variables over 
time were identified using geospatial 
visualization tools that effectively re-
present the data. In addition, a tem-
poral comparison of these variables 
at the provincial level was made, 
allowing the evaluation of differences 
and similarities in their evolution for 
different geographic regions.

Phase 2: SME loan portfolio fore-
casting (quantitative)

In this phase, an innovative hybrid 
forecasting model was implemented, 
combining the Holt-Winters method 
and the Extreme Learning Machine 
(ELM) network according to Liu et al. 
(2020), to predict the amounts gran-
ted in the SME loan portfolio, consi-
dering the period from January/2010 
to December/2028. The model was 
adjusted and calibrated using histo-
rical data for this item. To verify the 
adaptability of the model to changes 
in data characteristics, according to 
Zhou et al. (2022), a cross-validation 
was carried out and its performance 
is evaluated using appropriate error 
metrics such as MAE (Mean Absolute 
Error), MSE (Mean Squared Error) and 
RMSE (Root Mean Squared Error).

The hybrid model allows taking 
advantage of the strengths of both 
approaches to provide accurate pre-
dictions. While Holt-Winters is ideally 
suited to address time-related pat-
terns, ELM stands out for its ability to 
capture more intricate relationships 
that might not be evident from histo-
rical data alone (Liu et al., 2020). The 
combination of these two techniques 
promises a completer and more accu-

rate picture of the dynamics of SME 
credit portfolios in the Ecuadorian 
economic context.

Phase 3: Analysis and interpreta-
tion of results (qualitative and quan-
titative)

In this stage, an interpretation of 
the results generated by the hybrid 
forecasting model is made. It analyzes 
how geospatial and economic varia-
bles influence the evolution of the 
SME loan portfolio and discusses the 
findings extensively, considering both 
qualitative and quantitative aspects; 
it also examines their significance in 
the economic and geospatial context. 
The key conclusions of the study are 
summarized and recommendations 
are provided to support financial and 
economic decision making. Finally, 
the entire research process is docu-
mented, ensuring transparency and 
replicability of the methodology and 
results.

This mixed research approach is 
presented as a sound methodology to 
address the analysis and forecasting 
of the SME credit portfolio in Ecuador, 
allowing for a comprehensive unders-
tanding of its evolution in the eco-
nomic and geospatial context of the 
country.

RESULTS
The results of the comparative 

geospatial analysis (qualitative and 
quantitative), corresponding to the 
variable Percentage of participation 
of the province in the SME credit por-
tfolio at the national level, were based 
on the following hypothesis system: 

Null hypothesis (H0): There is no 
significant difference in the percenta-
ge share of the province in the SME 
credit portfolio at the national level 
between the two groups.

Alternative hypothesis (H1): There 
are significant differences in the pro-
vince’s percentage share of the SME 
loan portfolio at the national level be-
tween the two groups.
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Table 1 provides t-test results for 
independent samples in two different 
situations (one assumes equal va-
riances and the other does not) and 
analyzes each of the tests separate-
ly for Ecuador, in the years 2012 and 
2022. The Levene’s test for quality 
of variances shows that the p-value 
is 0.818, indicating that there is no 
significant evidence to reject equa-
lity of variances (equal variances are 
assumed). In the t-test for equality 
of means, the p value is 1.000; this 
shows that there is no relevant cer-
tainty to reject the null hypothesis. 

Therefore, it is concluded that there 
is no appreciable difference in the 
province’s percentage share of the 
SME loan portfolio at the national 
level between the two groups (2012 
and 2022).

Table 1.
Levene’s test for quality of va-
riances and t-test for equality of 
means for the variable “Percen-
tage share of the province in the 
SME loan portfolio at the natio-
nal level”.

Percentage of the province’s share of the SME loan portfolio at the national level

Levene’s 
test

t-test for equality of means

F Sig. t df
Sig. 

(bilate-
ral)

Difference 
in avera-

ges

Standard 
error di-
fference

95 % confidence inter-
val of the difference

Lower Upper

Equal 
varian-
ces are 
assu-
med

.054 .818 .000 46 1,000 -.0000042 .0267191 -.0537870 .0537787

Equal 
varianc-
es are 
not as-
sumed

.000 45,207 1,000 -.0000042 .0267191 -.0538125 .0538041

Source: Superintendency of 
Banks (2022).

The 2012 and 2022 heat maps in-
dicate that the SME loan portfolio at 
the national level, in the last 10 years, 
continues to be concentrated in the 
provinces identified with the yellow 
color: Guayas and Pichincha between 
63% and 70%; then follow the pro-
vinces of Azuay, Manabí and El Oro, 
which account for 16% of this portfo-
lio (See Figure 1). 

Figure 1.
Heat maps of Ecuador for the 
variable “Percentage of parti-
cipation of the province in the 
SME loan portfolio at the natio-
nal level”.
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	 Heat map year 2012 	
Heat map year 2022 

Source: Superintendency of 
Banks (2022).

Note: N, S and W indicate degrees 
of latitude north, south and west, res-
pectively.

For the variable Percentage share 
in each province of the SME loan por-
tfolio in the total loan portfolio, the fo-
llowing hypothesis system was used 
as a starting point: 

Null hypothesis (H0): There are no 
significant differences in the percen-
tage share in each province of the 
SME credit portfolio in the total cre-
dit portfolio between the two groups 
(2012 and 2022).

Alternative hypothesis (H1): There 
is significant difference in the per-

centage share in each province of the 
SME credit portfolio in the total credit 
portfolio between the two groups.

Table 2 presents the results of the 
t-test for independent samples in two 
different scenarios: one where the va-
riances are assumed to be equal and 
another that considers that they are 
not. Both tests are examined indivi-
dually for 2012 and 2022 in Ecuador.

Table 1.
Levene’s test for quality of va-
riances and t-test for equality 
of means for the variable “Per-
centage share in each province 
of the SME loan portfolio in the 
total loan portfolio”.

Percentage of the province’s share of the SME loan portfolio at the national level

Levene’s test
t-test for equality of means

F Sig. t df
Sig. 

(bilate-
ral)

Difference 
in avera-

ges

Standard 
error di-
fference

95 % confidence inter-
val of the difference

Lower Upper

Equal 
varian-
ces are 
assu-
med

1,559 .218 -5,521 46 .000 -.0554083 .0100362 -.0756102 -.0352065

Equal 
vari-

ances 
are not 

as-
sumed

-5,521 42,410 .000 -.0554083 .0100362 -.0756564 -.0351602

Source: Superintendency of 
Banks (2022).

Levene’s test for quality of varian-
ces yields a p value of 0.218, indicating 
that there is no significant evidence 
to reject equality of variances (equal 
variances are assumed). In the t-test 
for equality of means, the p-value is 
0.000, so the null hypothesis is rejec-
ted. Thus, it is concluded that there is 

a significant difference between the 
two groups in the percentage share 
of the SME loan portfolio in the total 
loan portfolio in each province.

Information provided by the Su-
perintendency of Banks (2022) re-
veals that, in the years 2012 and 2022, 
the proportion of the loan portfolio 
allocated to small and medium-sized 
enterprises (SMEs) in each province 
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grew in 22 of the 24 provinces. The 
only exceptions were the provinces 
of Los Ríos and Santo Domingo de los 
Tsáchilas, where it decreased in rela-
tive terms. In 2012, this portfolio re-
presented 5.45% of total credit, while 
in 2022 it increased to 9.87%.

The scenario described above 
is reflected in the heat maps, which 
show an increase in the share of the 
loan portfolio for small and medium-si-
zed enterprises (SMEs) in the total 
loan portfolio for most Ecuadorian 
provinces between 2012 and 2022, 
specifically in the provinces of El Oro, 
Francisco de Orellana, Cañar, Chim-
borazo and Loja, but decreased in the 
provinces of Los Ríos and Santo Do-
mingo de los Tsáchilas (See Figure 2).

Figure 2.
Heat maps of Ecuador for the va-
riable “Percentage share in each 
province of the SME loan portfo-
lio in the total loan portfolio”.

	 Heat map year 2012 	
Heat map year 2022 

Source: Superintendency of 
Banks (2022).

Note: N, S and W indicate degrees 

of latitude north, south and west, res-
pectively.

During phase 2 of the research, 
the hybrid forecasting model combi-
ning the Holt-Winters method and the 
Extreme Learning Machine (ELM) ne-
twork was implemented and adjusted 
and calibrated using historical data. A 
cross-validation was also performed 
and its performance was evaluated. 

Aspects related to the structure 
of the model and the results obtained 
are presented below. Figure 3 shows 
the structure of the learning machine 
and the neuron.

Figure 3.
Structure of the extreme learning 
machine and the neuron.

Topology of the NNA                                           
Artificial Neuron

Source: Pang et al. (2021).
Neuron activation function:



Armando Urdaneta, Ángel Zambrano, Leopoldo Condori y José Morales
Evolution of the SME loan portfolio in Ecuador: ...ENCUENTROS426

IN
V

ES
TI

G
A

C
IÓ

N

This equation (1) is a function of 
the extreme learning machine; xj, re-
fers to the amounts of total credits, 
SME credits and their respective vari-
ances where j = 1, 2, ... N, and refers 
to the analyzed variable, i indicates 
the number of nodes in the hidden 
layer; β is the output of the hidden 
layer and the weights of the hidden 
and the output layer; w is the input 
layer and the weights of the hidden 
layer, bis the bias of the input layer 
and the hidden layer, and  is the acti-
vation function..

According to the above formula, 
it can be seen that, in order to de-
termine the total monthly approved 
amount of the loan portfolio, SME 
loans, β should be obtained. The in-
put weight wi and bias bi are random-
ly generated in the learning machine, 
which will not affect the accuracy of 
the predetermined judgment. The 
function   is Gaussian radial basis and 
is defined as follows (Huang et al., 
2006):

For ease of derivation, the above 
linear equations can be simply ex-
pressed as:

To train the single-layer neural 
network, the input weight and the 
hidden layer bias are iterated accord-
ing to the gradient algorithm, i.e., a 
programming problem with minimum 
error is obtained:

Huang et al. (2006) introduced the 
least squares norm technique to ad-
dress this problem, ultimately turning 

it into a generalized inverse problem 
applicable for matrix resolution. The 
need for frequent adjustments in in-
put weights () and biases ) becomes 
obsolete. The extreme learning ma-
chine is responsible for determining 
the connection weight (β) between 
the hidden and output layers. 

On many occasions, the number of 
training samples greatly exceeds the 
number of nodes in the hidden layer, 
making H a non-full rank matrix and 
β not unique. At this point, the gen-
eralized Moore-Penrose inverse (H) is 
employed to solve β. The calculation 
follows the method outlined by Huang 
et al. (2006):

Where H+ is the generalized inver-
se or pseudoinverse matrix of matrix 
H. If the inverse HT exists, H+ can be 
expressed as indicated by Huang et 
al. (2006):

This can be obtained with β 
(Huang et al., 2006):

4.1. Structure of the model
In this research, the HW-ELM mo-

del is used, according to Liu et al. 
(2020). The applied structure is illus-
trated in Figure 4. 
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Figure 4.
Process of the proposed HW-
ELM model

Source: Liu et al. (2020)

4.1.1 Data Decomposition
The data set of total loan portfolio, 

SMEs and their respective variations, 
denoted as O, is decomposed into 
two components: a linear stationary 
component (L) and a nonlinear wave-
let residual (R). This decomposition is 
achieved by treating O as a time se-
ries:

Here, m represents the length of 
the linear prediction training set, m + 
n is the length of the nonlinear pre-
diction training set, and h is the len-
gth of the test set. In this study, a 
moving average (MA) filter is used to 
extract the linear component (L) from 
the original O data set. The MA filter 
is known to be effective in reducing 
random noise while preserving sharp 
transitions:

4.1.2 Linear Prediction
The nonlinear wavelet residual (R) 

is calculated as the difference be-
tween O and L:

The linear prediction model is built 
using the Holt-Winters (HW) method, 
which is chosen because it is suitable 
for modeling linear data series.

4.1.2.1 Holt-Winters method
Depending on the seasonality of 

the data, two types of seasonality are 
considered: “multiplicative” and “ad-
ditive”. The predicted value Ft+k at time 
t+k is determined by the level (Lt), the 
data value (Yt), the trend (bt) and the 
seasonal component (St) at time t and 
at time t+k. The method is parame-
terized by smoothing factors (α, β, γ) 
and the length of the seasonal cycle 
(s).

An optional HW model adds a sea-
sonal equation to the forecast:

4.1.2.2 Linear prediction model
The Holt-Winters model parame-

ters are optimized using the constra-
ined Broyden-Fletcher-Goldfarb-Sha-
nno (L-BFGS) method, with the root 
mean square error (RMSE) as the loss 
function. The L-BFGS method is se-
lected for its fast convergence and 
low memory consumption.

The HW model is developed using 
stationary linear components and can 
be represented as follows:
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Here,  is the HW prediction result 
at time t, g is the prediction function, 
s is the length of the seasonal cycle, 
and op, op, and op are the optimized 
parameters of the HW model. 

4.1.3. Non-linear prediction
The nonlinear prediction model is 

established using an Extreme Lear-
ning Machine (ELM) network, which 
is a single-layer hidden feedforward 
neural network known for its genera-
lization capability and training speed.

4.1.3.1 Extreme machine learning
ELM networks differ from other 

machine learning algorithms in that 
they randomly select hidden thres-
holds during training and analyze the 
output weights without iterative com-
putation. The result is significantly 
faster training speed than traditional 
neural networks. The ELM network is 
used to model the nonlinear compo-
nent of the data.

4.1.3.2 Nonlinear Prediction Mo-
del

The performance of the ELM mo-
del is always optimized by selecting 
the number of hidden layer nodes. 
In this paper, the rank optimization 
method is used to obtain the optimal 
number of hidden layer nodes.

First, the selection range of the 
number of nodes in the hidden lay-
er is determined by experience. The 
selection range used is from 5 to 60. 
Then, ELM models are built with each 
number of hidden layer nodes in the 
selected range. The RMSE is used to 
evaluate the performance of each. 
The number of hidden layer nodes of 
the ELM with the best performance is 
the optimal parameter.

Figure 5 shows the structure of 
the nonlinear prediction model. At the 
t-th period, the results Y (t, t-1, t-2, 
t-α) of linear prediction forecast, the 

nonlinear residual series R (t, t-1, t-2, 
t-α), and the original time series O (t, 
t-1, t-2, t-α) are combined into the 
ELM network 

Figure 5.
Structure of the nonlinear predic-
tion model.

Sourse: Liu et al. (2020)
According to Liu et al. (2020), a 

training set larger than that of the 
linear prediction model is chosen to 
train the nonlinear prediction one. 
This is done as follows:

Where  is the original time series 
for training,  is the residual for training,  
is the training output series of the lin-
ear prediction model, m+n is the size 
of the training set. On the other hand, 
for the nonlinear prediction model  is 
the training result,   is the training in-
put,   is the training output and α is 
the number of backward steps of the 
input features.

The test suite of the nonlinear pre-
diction model is divided as follows:
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Where   represents the original 
time series used in the tests,   is the 
residual corresponding to the tests,   is 
the series of results of the linear pre-
diction model in the tests, h indicates 
the size of the test set. With respect 
to the nonlinear prediction model,   is 
the test set used,   refers to the test 
input, te is the result obtained during 
testing of that model, and α indicates 
the number of backward steps of the 
features introduced into it. The set 
of forecast results   is obtained from 
the output of the nonlinear prediction 
model and the size of the test set, , is 
used to evaluate it.

The series of forecast results Ypr 
is obtained from the output of the 
nonlinear prediction model:

The HW develops a linear predic-
tion model to estimate the stationary 
component of the data set to be eva-
luated. By considering the nonlinear 
residual values and the results of the 
linear prediction model, the ELM de-
velops the nonlinear prediction mo-
del. At this point, the HW-ELM is es-
tablished by taking advantage of the 
unique strengths of both, which is ca-
pable of accurate forecasts. Given the 
characteristics of the HW and ELM 
methods, the proposed model can be 
developed with a relatively small tra-
ining set and short training time. All 
these features of the HW-ELM model 
are verified in the process.

4.2. HW-ELM model results
The HW-ELM model indicates a 

drop in SME lending at the national 
level between March/2015 and Sep-
tember/2021 (purple circle); the most 

affected provinces are Manabí, Moro-
na, Imbabura, Esmeraldas, Tungura-
hua, Santo Domingo de los Tsáchilas, 
Pichincha, Guayas, Azuay, Pastaza, 
Cañar and Carchi, which present 
negative growth rates in monthly 
amounts, according to data from the 
Superintendency of Banks (2022), 
and are shown in the heat map with 
gray and light purple color; in the rest 
of the provinces positive growth rates 
were obtained for the referred indi-
cator. The trend of the forecast up to 
2028 can be seen in Figure 6.

Figure 6.
Results of the combined 
Holt-Winter and ELM model for 
the variable “SME loan port-
folio January/2010 to Decem-
ber/2028”, and heat map of 
Ecuador of the average growth 
rate of SME loans by province, 
from March/2015 to Septem-
ber/2021.

Results of the HW-ELM model                  
heap map march/2015 to septem-
ber/2021

Sourse: Superintendency of 
Banks (2022).

As shown in Figure 7, during the 
months of March, April, May, June, 
July, August and December, the figu-
res are above the trend line. It is espe-
cially noteworthy that the second and 
third quarters of each year are the pe-
riods of greatest growth in lending to 
small and medium-sized enterprises 
(SMEs).
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Figure 7.
Forecast of the combined 
Holt-Winter and ELM model for 
the variable “SME loan portfolio” 
and histogram on the average 
amount of loans (January/2010 
to December/2028)..

Forecast HW-ELM Model                     
Average amounts granted in SME 
loans 

Sourse: Superintendency of 
Banks (2022)

Error metrics are fundamental to 
evaluate and compare different fo-
recasting models, such as Holt-Win-
ter (HW), Extreme Learning Machine 
(ELM) and the HW-ELM combination. 
Each of the metrics plays an impor-
tant role in the evaluation of these 
models:

The RMSE (Root Mean Square 
Error) (Eq. 24) is an essential metric 
in forecasting analysis. What it does 
is to measure the square root of the 
average squared difference between 
the actual values (denoted as y(t)) 
and the predicted values (represen-
ted as Y(t)). In other words, it shows 

how close the model is to the actual 
data. If the RMSE is low, it means that 
the model fits the actual data very 
well. This metric is particularly useful 
for penalizing larger errors, as the di-
fferences are squared, which means 
that larger errors have a significantly 
larger impact on the result (Ahmar et 
al., 2021).

On the other hand, the MAE (Mean 
Absolute Error) (Eq. 25) is also a va-
luable metric in forecast analysis. Un-
like RMSE, MAE measures the avera-
ge absolute difference between the 
actual values (y(t)) and the predicted 
values (Y(t)) and is less sensitive to 
outliers compared to RMSE, which 
makes it suitable when it is desired to 
understand the average error in the 
same unit as the original data (Atoyebi 
et al., 2023).

The  (Coefficient of Determina-
tion) indicator (Eq. 26) is crucial to as-
sess how much variation in the data 
is explained by the model. This coe-
fficient measures the proportion of 
the total variation in the actual values 
(y(t)) that is explained by the predic-
ted values (Y(t)). A higher value of   in-
dicates that the model fits the actual 
data better, meaning that it is able to 
explain more of the variability in the 
actual data (Liu et al., 2020).

Finally, the %MAE (Mean Percenta-
ge Absolute Error) (Eq. 27) is a useful 
metric for evaluating error in terms of 
its relative importance rather than its 
absolute values. This indicator is ex-
pressed as a percentage of the actual 
value (y(t)), which can be especially 
convenient when the magnitudes of 
the predicted and actual values vary 
significantly (Sokolov-Mladenović et 
al., 2016).

Figure 8 shows that the HW-ELM 
combination model presents the 
lowest error values and stands out 
as the most appropriate in situations 
where the magnitudes of the predic-
tions and the actual values undergo 
significant changes.
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Figure 8.
Model error metrics for the 
SME loan portfolio variable, 
from January/2010 to Decem-
ber/2028.

Model error metrics (a)                                   
Model error metrics (b) 

Sourse: Superintendency of 
Banks (2022).

Figure 9 shows a high linear as-
sociation between the observed data 

and the forecast provided by the 
Holt-Winter model, with a coefficient 
of determination R2 of 0.93.

Figure 9
Descripción experimental de 
la variable cartera de crédito 
PYMES enero/2010 a diciem-
bre/2028.

Correlation between observed and 
forecast data Frequency of forecasts

µ-2σ µ-σ µ+σ µ+2σ µ+3σ

$50,56 $111,53 $172,45 $233,46 355,39

Sourse: Superintendency of 
Banks (2022).

However, when compared to other 
models, the HW-ELM demonstrates 
slightly better performance, with an 
R2 of 0.96, while the ELM also per-
forms well, with an R2 of 0.95.

When the forecasts of the three 
models are combined, a leftward 
skew in the distribution of errors is 
observed, implying that the predicted 
values tend to be slightly lower than 
the actual values. This is reflected 
in the kurtosis, which has a value of 
-0.74. The symmetry coefficient was 
positive, with a value of 0.42, and in-
dicates that the tail of the error distri-
bution is shifted to the right compa-
red to a symmetric distribution.

DISCUSSION OF RESULTS
The geospatial analysis provided a 

broader view at the provincial level of 
the evolution of SME commercial-pro-
ductive credit in Ecuador. It also made 
it possible to understand how this in-

dicator behaves at the national level 
and what are the reasons for the drop 
in credit to SMEs. 

The 2012 and 2022 heat maps 
showed that the SME loan portfo-
lio at the national level, in the last 10 
years, continues to be concentrated 
in provinces such as Guayas and Pi-
chincha, followed by the provinces of 
Azuay, Manabí and El Oro. This situa-
tion explained by Urdaneta and Bor-
gucci (2021), who point out that the 
cantons Guayaquil and Quito, capi-
tals of these provinces, concentrated 
between 2007 and 2017 40.53 % of 
the gross domestic product (GDP). 
Likewise, of all the companies regis-
tered in Ecuador, most are located in 
the cities of Quito and Guayaquil. This 
includes 50 % of small companies, 53 
% of medium-sized company A, 56 % 
of medium-sized company B and 64 
% of large companies (Urdaneta and 
Borgucci, 2021).

According to the Superintenden-
cy of Banks (2022), in the years 2012 
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and 2022, although the proportion of 
the SME loan portfolio in each pro-
vince grew in 22 of the 24 provinces, 
Los Ríos and Santo Domingo de los 
Tsáchilas showed a decrease in rela-
tive terms. This scenario is due to a 
complex interplay of economic and 
regional factors affecting SME lending 
in these specific areas, which require 
detailed analysis for a better unders-
tanding.

First, local economic dynamics 
play a key role in this trend, since over 
the course of a decade, provinces 
can experience significant changes 
in their economic activity. In the case 
of Los Ríos, a contraction is observed 
in economic sectors such as real es-
tate activities, public administration, 
defense, compulsory social security 
schemes, animal husbandry, sugar 
processing and financing of insuran-
ce schemes, except social security, 
according to data from the provin-
cial accounts for the real sector of 
the Central Bank of Ecuador in 2020, 
compared to 2010. 

Similarly, in the province of Santo 
Domingo de los Tsáchilas, reductions 
were recorded in sectors such as ani-
mal husbandry, accommodation and 
food services, processing of oils and 
fats of vegetable and animal origin, 
processing of other food products, 
processing of mill products, bakery 
and noodles, manufacture of machi-
nery and equipment, manufacture 
of paper and paper products, priva-
te households with domestic servi-
ce, fishing and aquaculture (except 
shrimp), and transport and storage. 
This contraction may have contribu-
ted to a decrease in business activity 
and, consequently, to a lower demand 
for credit in these provinces.

In addition, the composition of the 
industrial sector in these provinces 
may differ from other areas, which 
also impacts the need for financing. 
If the regions rely heavily on sectors 
that do not typically use credit, such 
as agriculture, banana, coffee and 

cocoa cultivation, in the case of Los 
Rios province, which increased from 
24% to 32% of provincial GDP, this 
could explain the lower demand for 
SME loans. 

The contraction of fundamental 
economic activities for the Ecuado-
rian economy also impacts innovation 
capacity, entrepreneurial orientation, 
flexibility and environmental factors in 
small and medium-sized enterprises 
(SMEs) in the chemical and pharma-
ceutical sector in Ecuador, as indica-
ted by the study conducted by Anzu-
les and Novillo (2023).

The credit policies of local finan-
cial institutions, as well as the effects 
of economic events and public in-
vestment, can also influence the 
availability and access to credit for 
companies. Finally, cultural and social 
factors, such as attitudes towards in-
debtedness and business investment, 
may also vary in different territories 
and have an impact on the demand 
for credit.

The deterioration in the economic 
environment affects corporate social 
responsibility, specifically with regard 
to financial inclusion in the Ecuadorian 
private banking system, as suggested 
by Acosta (2019), and hinders access 
to the poorest and most vulnerable 
segments of the population to finan-
cial services and products that meet 
their needs in a responsible, sustaina-
ble and profitable manner. 

The research contribution is un-
deniable in terms of the combination 
of econometric models and neural 
network applications, as pointed out 
by Liu et al. (2020). In this case, 163 
values observed during the period 
January/2010 and July/2023 were 
used, with the purpose of making a 
forecast of 60 values for the period 
August/2023 to July/2028, which is 
equivalent to a forecast horizon of 5 
years. 

The HW-ELM model indicated a 
drop in the granting of SME loans at 
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the national level between March/2015 
and September/2021, which was due 
to the contraction of economic acti-
vities in that period, such as oil and 
mining, manufacturing and construc-
tion, which represent 29.35% of the 
total GDP of the Ecuadorian economy, 
according to figures from the Central 
Bank (2020), while these provinces 
represent 79.95% of the GDPR and 
87.59% of the amount of SME loans 
granted by the public-private financial 
system of Ecuador. This corroborates 
the findings of Álvarez et al. (2023) 
regarding territorial inequalities in the 
access and use of financial services 
in this country, where private banks 
show high levels of financial inclusion 
in provinces with higher socioecono-
mic status.

The months of March, April, May, 
June, June, July, August and Decem-
ber record figures that exceed the 
trend line, while the second and third 
quarters of each year are the periods 
with the highest SME lending. The re-
sult indicates an efficient forecast of 
the HW-ELM Model and corroborates 
the effectiveness of the model, ac-
cording to Liu et al. (2020). 

The lower error values of the HW-
ELM combination model make it stand 
out as the most suitable for forecasts 
whose actual values undergo noti-
ceable changes. This model excels 
at explaining a substantial proportion 
of the total variation in actual values 
(y(t)) through its forecasts (Y(t)), im-
plying that it is highly capable of ad-
dressing and understanding a con-
siderable portion of the variability 
present in the data. Furthermore, it is 
found to be an optimal fit to the real 
data, and its robustness to outliers 
makes it the most efficient choice 
when seeking to evaluate the average 
error on the same scale as the original 
data.

The high linear association be-
tween the observed data and the 
forecast provided by the Holt-Winter 
model (coefficient of determination 

R2 of 0.93) suggests that this model 
is able to explain 93 % of the varia-
bility in the observed data, indicating 
a good fit. However, relative to other 
models, both the HW-ELM and ELM 
also perform well, so both are capable 
of providing accurate forecasts.

Combining the forecasts of the 
three models shows a kurtosis of 
-0.74, which suggests that the dis-
tribution of the errors is relatively flat 
compared to a normal distribution. 
The positive symmetry coefficient 
(0.42) indicates that there is a higher 
concentration of positive errors in the 
right tail of the distribution, implying 
that, on average, the forecasts tend 
to be slightly optimistic compared to 
the actual values.

CONCLUSIONS
It is concluded that there is a per-

sistent concentration of the credit 
portfolio in provinces such as Guayas 
and Pichincha, supporting the idea 
that financial centers such as Gua-
yaquil and Quito play a key role due 
to their significant contribution to the 
national GDP.

The HW-ELM model shows a de-
crease in SME lending at the national 
level between March 2015 and Sep-
tember 2021, associated with the 
contraction in key economic sectors. 
The combination of models provided 
accurate forecasts showing a high 
linear association with the observed 
data, thus, the application of econo-
metric models and neural networks 
provided valuable information on the 
allocation of financial resources in 
Ecuador. 

The results emphasize the impor-
tance of efficiency in the financial and 
economic development of the coun-
try, especially in relation to the alloca-
tion of credit to SMEs and the crucial 
role of larger firms in the economy 
(Feijó et al., 2023).

Previous studies highlight the 
scope for efficiency improvements in 
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most banks in Ecuador (Proaño and 
Feria, 2022). Larger companies tend 
to receive more substantial allocations 
of financial resources, especially in 
advanced stages of production. This 
translates into higher levels of liqui-
dity and profitability, contributing to 
the strengthening of asset and equi-
ty valuation (Bacuilima et al., 2023). 
In the Ecuadorian economic context, 
larger companies receive larger allo-
cations of financial resources through 
productive credit granted by banking 
institutions, justified by the need for 
significantly higher capital investment 
compared to medium or small compa-
nies, especially in advanced stages of 
production over time (Amadasun and 
Mutezo, 2022).

The investment goes to highly 
skilled labor, with high costs, as well 
as the acquisition of machinery and 
technology to improve productivity 
(Amadasun and Mutezo, 2022). The 
productivity of a firm is closely related 
to the efficient allocation of produc-
tion factors, such as capital, labor and 
technology, implying that the value 
added per additional unit of produc-
tion factors is considerably higher in 
large firms compared to medium or 
small ones (Attar, 2021).

Productivity benefits are reflec-
ted in the financial statements of the 
companies, evidencing higher levels 
of liquidity and short-term profitabili-
ty in terms of equity and assets. The 
higher amount of reinvested earnings 
contributes to strengthening the va-
luation of assets and equity, creating 
opportunities to obtain additional fi-
nancial resources (Bacuilima et al., 
2023). In a macroeconomic context, 
this process resembles capital accu-
mulation, with capital endowment per 
capita being a crucial indicator to me-
asure the wealth of a society.
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